Abstract

Graph analysis is becoming increasingly important due to the expressive power of graph models and the efficient algorithms available for processing them. Reinforcement Learning is one domain that could benefit from advancements in graph analysis, given that a learning agent may be integrated into an environment that can be represented as a graph. Nevertheless, the structural irregularity of graphs and the lack of prior labels make it difficult to integrate such a model into modern Reinforcement Learning frameworks that rely on artificial neural networks. Graph embedding enables the learning of low-dimensional vector representations that are more suited for machine learning algorithms, while retaining essential graph features. This paper presents a framework for evaluating graph embedding algorithms and their ability to preserve the structure and relevant features of graphs by means of an internal validation metric, without resorting to subsequent tasks that require labels for training. Based on this framework, three defined algorithms that meet the necessary requirements for solving a specific problem of Reinforcement Learning in graphs are selected, analyzed, and compared. These algorithms are Graph2Vec, GL2Vec, and Wavelet Characteristics, with the latter two demonstrating superior performance.
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1 Introduction

Generally, complex or critical real-world systems lack determinism or dichotomy. Achieving a good computational solution and reasonable response times often requires significant computing power. There may be several factors that contribute to the complexity of a system. For example, real-world replications may have real-world consequences, or the amount of data that needs to be processed may be large and incomprehensible to humans. Furthermore, complex systems may involve interactions between its parts, forming networks or graphs.

Graph analysis has attracted significant attention nowadays as networks proliferate in the real world. Graphs are used to represent information in various domains, like social sciences: friendship and social networks [1], linguistics: word co-occurrence networks [2], electronic commerce, reference networks of academic papers, biology: molecular and protein interaction networks [3], transportation: logistics and vehicular traffic, among others.
Understanding network systems is facilitated by modelling interactions in graphs [4]. Graph analysis has received considerable attention in recent decades because it enables us to understand and use the hidden information they contain. According to [5], there are four categories that summarize classical graph analysis tasks:

1. **Node classification**: The objective is to label each node in the graph based on either the labeled nodes or the network structure [6]. Two approaches have been proposed: classification methods that use random walks for label propagation, and methods that extract features from nodes and use classifiers for labeling.

2. **Link prediction**: This enables us to predict missed or potential links in the future [7]. Different approaches can be employed, we found similarity-based methods, maximum likelihood models, and probabilistic models.

3. **Clustering**: This task is to identify similar entities within the network and group them together [8]. Clustering methods comprise attribute-based models as well as those that maximise distances between clusters.

4. **Visualization**: This helps to understand the structure of the network and identify any changes over time [9].

Efficient network analysis requires finding a concise and effective representation of the data. A graph \( G \) is defined as \( \langle V, E \rangle \), where \( V \) is the set of graph vertices / nodes, and \( E \) is the set of edges, each of which represents the relationship between two nodes [10, 5]. Generally, \( G \) is represented by a matrix, the adjacency matrix. Each element of the matrix indicates whether the nodes are adjacent or not. A binary matrix represents unweighted edges, i.e. graphs whose edges do not have weight. If each edge has weight, the matrix is non-binary.

For large networks, the conventional graph representation can lead to a bottleneck. Some of the typical problems in this scenario include [11]:

1. **High Computational Complexity**: in general, the adjacency matrix utilised to model relationships between nodes tends to be high-dimensional and sparsely populated [5]. Thus, most algorithms for analysing or processing networks carry high computational complexity.

2. **Low parallelism**: Representing network data in a traditional manner presents serious difficulties for the design and implementation of parallel/distributed algorithms. The bottleneck arises from the coupling of nodes in a network, as explicitly shown in E. Distributing these nodes to different processes leads to high communication costs and slows down the speedup ratio. Limited progress has been made in the graph parallelization via subtle segmentation of large-scale graphs [12]. However, the success of these methods heavily relies on the underlying graph’s topological characteristics.

3. **Machine Learning limitations**: Machine Learning methods typically assume that data samples are represented by independent vectors, while network data samples (i.e. nodes) are dependent on each other through \( E \). Additionally, graphs can have variable dimensions and structures, which can be a drawback when analysing a set of graphs.

Aside from the drawbacks already pointed out by [11], the adjacency matrix representation for graphs may contain redundant or noisy information and may have varying dimensions if the problem comprises a set of graphs or a graph that alters over time. A growing approach to solve these issues is Graph Representation Learning (GRL) methods [10]. These methods aim to design or learn low-dimensional vector representations that enable encoding graph information using structures that preserve it, including topology and node features. These representations are commonly referred to as Graph Embeddings. The basic idea is to learn the dense and continuous representations of nodes in a low-dimensional space. This approach aims to diminish noise and redundancy, preserving the intrinsic structure and essential properties of graphs.

Many network analysis problems that are iterative or combinatorial can be addressed in new vector representation spaces by computing mapping functions, distance metrics or operations on the embedding vectors. This results in a reduction of the complexity problem. The elimination of coupling among the nodes allows the possibility of developing good parallel computing solutions for large-scale network analysis. Graph embedding also allows for the application of machine learning to network analysis.

Graph analysis can be a valuable subsidiary task for reinforcement learning (RL), as has been demonstrated in recent years by research such as [13, 14]. Modelling and adjusting the state/observation of the agent is one of the key components of RL algorithms and models. When tackling RL problems in which the agent is present in a networked environment, incorporating a graph that details the network and its relevant characteristics and properties can be a highly promising approach. Given the unique characteristics and requirements of this approach, it can be seen as a fresh graph analysis task distinct from those previously recognised. In this particular scenario, a ‘whole graph’ representation is required, which allows the dimension to be reduced and standardised for use as input in neural networks and other computational intelligence algorithms composing RL agents [13, 14, 15].

This paper describes the new task mentioned above...
and its specific requirements for Graph Embedding. We propose a framework to evaluate and compare graph embedding algorithms and their ability to preserve structure and relevant features. Following this framework, and for a specific RL problem in graphs, three state-of-the-art algorithms are selected, analysed and compared. All of them fulfill the necessary requirements described. These are Graph2Vec[16], GL2Vec[17] and Wavelets Characteristic[18].

The paper is organised as follows. The next section provides the basic definitions and notations used. Section 3 introduces GRL, its characteristics and advantages. Section 4 introduces RL as a new class of graph analysis tasks that require GRL as a sub-task. Section 5 proposes a framework for evaluating graph embedding algorithms. Section 6 presents the analysis, and Section 7 presents the results. Finally, Section 8 presents the conclusion and future work. Due to space limitations, there is no specific section on related work; these are referenced throughout the paper.

## 2 Preliminaries and Definitions

Since the definitions and notation used in graphs usually vary among authors, in this section we introduce those used in this work.

**Definition 1 (Graph).** A graph $G$ is a 3-tuple $(V,E,\varphi)$, where $V$ is a set of vertices/nodes, $E$ is a set of edges/links, and $\varphi$ is a function $\varphi : e_k \rightarrow (v_i,v_j)$ that assigns a pair of vertices $v_i,v_j \in V$ to each edge $e_k \in E$. It is said that when $\varphi(e_k) = (v_i,v_j)$, $e_k$ is positively incident on $v_i$ and negatively incident on $v_j$. Also, given two arbitrary nodes $v_i,v_j \in V$, $v_j$ is adjacent to $v_i$ if and only if $\exists e_k \in E, \varphi(e_k) = (v_i,v_j)$.

A graph is called undirected if and only if $\forall v_i,v_j \in V$, $v_j$ is adjacent to $v_i$ if $v_i$ is adjacent to $v_j$, i.e., when adjacency relation is symmetric. Else, it is considered directed.

**Remark.** Some authors consider the existence of parallel edges in graphs. Given a graph $G = (V,E,\varphi)$, two edges $e_i,e_j \in E$ are said to be parallel if and only if $\varphi(e_i) = \varphi(e_j)$, i.e., both edges are incident on the same vertices and in the same way.

In addition, a loop is an edge $e_k \in E$ such that $\varphi(e_k) = (v_i,v_i)$ for a vertex $v_i \in V$, i.e., an edge that is positively and negatively incident on the same vertex.

A graph without parallel edges and loops is called a simple graph. From now on, in this work, graph is understood as simple graph.

**Definition 2 (Adjacency Matrix).** A finite graph $G = (V,E,\varphi)$ can be represented as a $|V| \times |V|$ adjacency matrix $A$, where each $a_{ij} = 1$ if $v_i$ is adjacent to $v_j$, and 0 otherwise.

**Definition 3 (Weighted graph).** A weighted graph is a 4-tuple $(V,E,\varphi,w_f)$, where $(V,E,\varphi)$ is a graph and $w_f$ is a weight function $w_f : e_i \rightarrow w_i$ that assigns a weight $w_i \in \mathbb{R}$ to each edge $e_i \in E$.

A finite weighted graph can be represented as a $|V| \times |V|$ weight matrix $W$, assigning $w_{ij} = w_f(e_k)$ if $\varphi(e_k) = (v_i,v_j)$ and $w_{ij} = 0$ otherwise, i.e., assigning to each component $w_{ij}$ the weight assigned by the weight function of the edge incident on $v_i$ (positively) and $v_j$ (negatively), in case such edge exists. Furthermore, the nodes’ adjacency can be represented in this same matrix, by considering $v_i$ is adjacent to $v_j$ if and only if $w_{ij} \neq 0$.

**Definition 4 (Featured graph).** A featured graph is a 4-tuple $(V,E,\varphi,x_f)$, where $(V,E,\varphi)$ is a graph and $x_f$ is a feature function $x_f : v_i \rightarrow x_i$ that assigns a feature $x_i$ to each node $v_i \in V$.

A finite featured graph can be represented by the adjacency matrix of graph $(V,E,\varphi)$ and a $|V|$-sized feature vector $X = [x_1,x_2,\ldots,x_{|V|}]$.

**Remark.** A graph can be simultaneously weighted and featured, defined as a 5-tuple $(V,E,\varphi,w_f,x_f)$, and as such it can be represented by its weight matrix $W$ and its feature vector $X$ if it is finite.

**Definition 5 (Line Graph).** The line graph (or edge-to-vertex dual graph) of a given graph $G = (V,E,\varphi)$, denoted $L(G)$, is the graph $(LV,LE,L(\varphi))$, such that $LV = \{v(e_i) : e_i \in E\}$, $LE = \{(e_i,v,e_j) : \exists u,u' \in V, \varphi(e_i) = (u,v) \land \varphi(e_j) = (v,u')\}$ and $L(\varphi)(e_i,v,e_j) = (e_i,e_j)$, i.e., two vertices $v(e_i),v(e_j)$ of $L(G)$ are adjacent if and only if there exists a vertex $v$ of $G$ on which $e_i$ is negatively incident and $e_j$ is positively incident.

**Remark.** The elements of $LV$ denoted as $v(e_i)$ are only syntactical terms inspired in [17].

**Definition 6 (Line Graph of a Weighted Graph).** The line graph of a given weighted graph $G = (V,E,\varphi,w_f)$ is the featured graph $L(G) = (LV,LE,L(\varphi),L(w_f))$, where $(LV,LE,L(\varphi))$ is the line graph of $(V,E,\varphi)$, and $L(w_f)$ is the feature function $L(w_f)(v(e_i)) = w_f(e_i)$.

**Definition 7 (Line Graph of a Featured Graph).** The line graph of a given featured graph $G = (V,E,\varphi,x_f)$ is the weighted graph $L(G) = (LV,LE,L(\varphi),L(x_f))$, where $(LV,LE,L(\varphi))$ is the line graph of $(V,E,\varphi)$, and $L(x_f)$ is the weight function $L(x_f)(e_i,v,e_j) = x_f(v)$.

## 3 Graph Representation Learning

Since graphs enriched with node information are complex and difficult structures to process or compute, learning low-dimensional vector representations for graphs has attracted much interest [10, 11, 5], especially when graphs retain important properties or features. This can be used to analyse graphs or as input to other algorithms, resulting in better performance and lower cost.
Learning efficient representations for structured data is not an easy task. In [10], the authors describe several successful models that have been developed for specific types of structured data. A clear example is sequential data, such as text or video. These have been modelled by recurrent neural networks [19], which can capture sequential information and produce efficient representations that have been verified in automatic translation and speech recognition tasks. Another example is convolutional neural networks (CNN) [20] based on structural criteria, which have achieved excellent performance in pattern recognition tasks such as image classification or speech identification.

While these models have been very successful in practice, they have been limited to certain types of data, such as data with a simple relational structure, sequential data, or data that follows regular patterns. In many contexts, however, data tends to follow complex relational structures. This is the case for the graphs we have presented [21]. For structured data in graphs, defining neural networks and other computational intelligence algorithms is challenging because the input structures can be arbitrary and vary significantly between different graphs, even for nodes within the same graph. Unlike images, audio and text, which have a clear lattice structure, graphs have irregular structures. This makes it difficult to generalise some mathematical operations on graphs. For example, it is not easy to define convolution and pooling operations, which are fundamental in convolutional neural networks (CNNs), for graph data. By analogy with images, each pixel has the same neighbourhood structure and the same weight filters can be applied to multiple locations of the image being processed. In graphs, however, each node may have a different neighbourhood structure. This problem is known as the geometric problem of deep learning [22].

Given these challenges and the widespread use of graphs in real-world applications, there has been an increased interest in applying learning methods to structured data in graphs. As a result, Graph Representation Learning (GRL) methods have emerged [10]. They aim to learn low-dimensional continuous vector representations, also called Embeddings, for structured data in graphs.

In general, GRL methods can be divided into two classes of learning problems: unsupervised and supervised GRL. The first family aims to learn low-dimensional Euclidean representations that preserve the structure and features of an input graph. The second family also learns low-dimensional Euclidean representations, but for a specific task of subsequent prediction, such as node or graph classification. They do this on data labelled for this purpose.

As defined in [10], Graph Embedding is a task that aims to learn a mapping from discrete graphs to a continuous domain. Formally, given a collection of $n$ weighted graphs $\{G_i\}_{i=1}^n$, with each $G_i = (V_i, E_i, q_i, w_f_i)$, the goal is to learn a low-dimensional vector representation $Z_i$ (embeddings) for each graph $G_i$, such that important graph properties are preserved in the embedding space. For example, if two graphs are similar according to their original representation, their learned vector representations should be also be similar. Let $Z \in \mathbb{R}^{n \times d}$ denote the graph embedding matrix. In practice, we often want low-dimensional embeddings $(d \ll \max\{|V_i|\}_{i=1}^n)$ for scalability reasons.

That is, graph embedding can be seen as a dimensionality reduction technique for graph structured data, where the input data is defined on a non-Euclidean, high-dimensional, discrete domain.

It is worth noting that, although we present the embedding task as a graph embedding task, it can also be extended to node tasks and edge tasks.

As it was defined for featured graphs, they can have node attributes (e.g. demand or availability of merchandise in logistics problems; content of articles in citation networks), commonly called node features. If there is more than one feature, they can be represented as $X \in \mathbb{R}^{|V| \times xd}$, where $xd$ is the number of features stored in each node. Node features can provide useful information about a graph. Some graph embedding algorithms exploit this information by learning mappings:

$$(W, X) \rightarrow Z$$

Note that depending on whether node features are used in the embedding algorithm, the learned representation may capture different aspects of the graph. Incorporating node features in embeddings allows both structural and semantic information to be captured from the graph. If node features are not used, the embeddings will only preserve the structural information of the graph.

### 3.1 Types of Graph Embedding

The result of graph embedding is a vector or set of low-dimensional vectors representing a graph or part of it. As described in [23], different types of graph embeddings can be classified according to the granularity of the vector set and the interpretation of what it represents. Each type of embedding enables different applications. The categories are:

- **Node Embedding**: This is the most common configuration for embedding outputs and represents each node as a vector in a low-dimensional space. Nodes that are close together in the graph are embedded to have similar vector representations.

- **Edge Embedding**: Intended to represent an edge as a low-dimensional vector, edge embedding is useful for knowledge graphs [24] and tasks related to links between nodes. It is particularly useful for analysing graphs related to edges, such
Finding an efficient transformation allows:

- **Dimension standardization**: It is the combination of different components of the graph, such as nodes + edges (substructure) or nodes + communities [25], into a single embedding.

Two additional challenges arise in this context: how to generate the subgraphs or communities to be embedded, and how to deal with the heterogeneity of the embedding targets (i.e. nodes, edges, subgraphs and communities can be embedded simultaneously).

- **Whole Graph Embedding**: whole graph embedding is typically used for small graphs, where each graph is represented as a vector and similar graphs are embedded side by side in the output vector space. This approach benefits the graph classification task by providing a direct and efficient solution for computing similarities between graphs [26].

However, it presents challenges in capturing the properties of a complete graph and finding a balance between the expressiveness of the learned embedding and the efficiency of the embedding algorithm [26].

Finding an efficient transformation allows:

- **Preserve relevant information**: Preserve the intrinsic information of the structure and relevant properties by reducing noise or redundant information. The selection or prioritization of the information to be preserved, as previously discussed, is a critical aspect of the process.

- **Dimensionality reduction**: Discover graph representations in a lower-dimensional space.

- **Dimension standardization**: In certain applications, input graphs can have a varying dimension, or a singular graph may change dimensions with time. For many analysis tasks, particularly for their use as input in neural networks and reinforcement learning algorithms, having a dimension representation that is standardized and unvarying over time becomes necessary.

- **Enhancing computational performance and reducing costs**: The transformation to a lower dimensional vector space makes it possible to reduce the complexity of many iterative or combinatorial problems in network analysis, and to solve them using mapping functions, distance metrics or operations on embeddings.

Eliminating coupling between nodes enables the utilization of high-performance computing solutions for large-scale network analysis.

- **Application of Computational Intelligence Algorithms**: The vector representation can be used as input in Computational Intelligence operations and algorithms that only accept matrix data, like neural networks, genetic algorithms, and others.

In summary, graph embedding is a robust technique that can enhance the precision and efficiency of machine learning algorithms in graph-related tasks.

### 4 Graph Representation Learning for Reinforcement Learning

Reinforcement Learning (RL) is an emerging area of research that requires the application of graph analysis as a subsidiary task.

Several studies have combined RL techniques with graph representation learning for analysis or mining tasks. These works can be classified into two categories [27]: (1) Solving RL problems using graph structures, and (2) Solving graph mining tasks with RL methods.

The second category is referred to as Graph RL in [27], and should not be confused with Graph Representation Learning (GRL). Graph RL uses RL techniques to generate embeddings. In contrast, GRL uses graph representations as inputs or as models to implement and solve RL algorithms.

Our work belongs to the first category. It aims to generate graph embeddings to be used as input for RL algorithms to solve the underlying problems.

As described by [13] and [14], RL methods have mainly been applied to simple decision-making problems, primarily related to game solving, using states represented with fixed-dimensional matrices derived from image or sensor processing, and basic decisions.

The challenge ahead is to adapt actor-critic methods to address a wide range of real-world problems that hold scientific and social significance. Reinforcement learning (RL) has the potential to enhance the quality, efficiency, and cost-effectiveness of important processes such as education, healthcare, transportation, and energy management. To achieve this, it is crucial to address the design decisions and adjustments involved in RL implementation. The architecture must be designed by selecting appropriate learning algorithms, state and action representations, training procedures, hyperparameter settings, and other design details as mentioned in [14].

The agent’s state or observation is a crucial component to design and incorporate in these models. In problems of reinforcement learning where a network is present in the agent’s environment, including the graph that describes the network or a fitting representation of it in the agent’s observation holds a significant promise. The inclusion of the graph or a representation can enhance the agent’s environment perception and, as a result, accelerate and improve its learning.
4.1 Specific requirements

RL is considered a new class of graph analysis tasks due to its distinctive characteristics and requirements compared to classic tasks mentioned previously. It is highly important to identify appropriate transformation algorithms for this specific task. It is essential to obtain a proper representation of each whole graph, which enables its utilization as input in neural networks and other computational intelligence algorithms that constitute the RL agents [13, 14, 15].

Consequently, graph embedding for implementation in RL algorithms requires:

1. **Unsupervised GRL**: data in reinforcement learning tasks are unlabelled. The objective is to create a representation based solely on the structure of each network and the relevant features to be kept. As a result, unsupervised embedding algorithms are required.

2. **Whole Graph**: the need is for a representation of the graph as a whole. Thus, algorithms that rely on embedding individual nodes, edges or substructures are not appropriate.

3. **Preserves structure and characteristics**: preserving the network structure and relevant properties of each node and/or edge is essential. Choosing which characteristics to preserve is a critical part of the process.

4. **Fixed dimension**: In the process of modelling environments for reinforcement learning, it may be necessary to represent multiple graphs with varying dimensions or a single graph that changes dimensions over time. To employ these graphs as input for neural networks and reinforcement learning algorithms, it is imperative to have a fixed-dimension representation that remains constant over time. Therefore, algorithms that produce fixed-dimensional embeddings are required.

5 A Framework for Evaluating Graph Embedding Algorithms

A universally applicable metric for quantifying the performance of a graph embedding algorithm or the quality of the reduced graph does not exist. [28] When validating or comparing graph embedding operators and algorithms, researchers typically achieve this by reconstructing the original graph or by assessing their performance on subsequent analysis tasks. [28] Typically, these analyses only examine classical graph analysis tasks, including node or graph classification, node clustering, and link prediction.

In this context, an internal validation of the algorithms is proposed based on a similarity hypothesis, i.e., if two graphs are similar when compared using their typical high-dimensional discrete representation, their low-dimensional continuous representations should also be similar. To test this, we assess the degree of “conservation” of a distance function defined on the initial graphs. This distance function can be custom defined to prioritize the features to be preserved, both topological and attribute features of each node. Subsequently, this validation can serve as a metric to compare different algorithms.

It is a fact that it is feasible to conduct empirical tests on the efficacy of a specific embedding in a task featuring an external validation scheme. Nevertheless, all contender embedding algorithms ought to undergo these external validation tests. The duration of time spent on each embedding algorithm is already significant, and it is also susceptible to potential training errors such as underfitting, overfitting, and a lack of regularisation. The aforementioned statement holds particularly true in RL. Unlike more traditional assignments such as classification or regression, adequate algorithms are not yet available to counter these potential deficiencies. The suggested framework is evidently applicable and modifiable for any type of embedding and task.

In summary, the proposed approach is an abstract framework for validating and comparing graph embedding algorithms. The steps involved are:

1. **Definition of the Graph Set and Relevant Features**: the set of input graphs and their corresponding attributes or features to preserve should be clearly defined. This definition will depend on the particular problem to be solved or the subsequent analysis task, therefore it is important to provide clear and specific detail.

2. **Distance Function Definition**: A distance function needs to be established for the original representation of graphs (in terms of the properties to be preserved), as well as for the vector representations that are generated by the algorithms. The most commonly used distance metric for the transformed space is the Euclidean measure, although it is not the only one.

3. **Algorithm selection**: The selection of embedding algorithms that meet the requirements defined in step one for a specific task or problem is necessary.

4. **Hyper Parameter Definition**: Hyperparameters should be defined for the selected algorithms, particularly the embedding dimension (d).

5. **Embedding Generation**: Each model must be trained by each algorithm and then calculate the graph embeddings for each of the trained algorithms.

6. **Distance Calculation**: Using the functions defined, the distances between graphs must be calculated in all representations.
7. Correlation Analysis: To perform the internal validation of the algorithms, based on the conservation of the distance function defined on the original graphs, a correlation analysis with the distances between the corresponding embedding vectors is proposed. This analysis aims to confirm the correlation between the distances calculated from the original representation and the distances calculated from the embeddings, also evaluating the strength of that correlation. A stronger correlation between these distance distributions implies that the preservation of the initial distance in the learned representation is achieved, meaning that the most remote or distinct graphs in the original discrete domain are also distant in the created continuous space.

It is recommended to utilize both Pearson’s correlation coefficient $r$ (parametric) and Spearman’s correlation coefficient $\rho$ (non-parametric) to strengthen the analysis’s robustness. If the Pearson correlation coefficient is close to 1, then the distances are linearly correlated, implying a certain proportionality between the distances of the two spaces. If the Pearson coefficient approaches -1, the transformation will invert distances in a linear fashion, resulting in distant graphs in one space appearing close in the other, and vice versa. If Pearson’s coefficient equals 0, then distances are not linearly correlated, though non-linear correlation may still exist. Therefore, it is recommended to also use Spearman’s rank correlation coefficient, which is non-parametric and can be interpreted similarly to Pearson’s, complementing and strengthening the analysis.

6. Experimentation

Following the proposed evaluation framework and addressing a specific problem, three algorithms were selected, analyzed, and compared: Graph2Vec, GL2Vec, and Wavelets Characteristics. All three algorithms meet the necessary requirements described above.

The tests were coded in Python using the NetworkX [29] and Karate Club [30] libraries. The source code can be found at [31].

6.1 Graph set and relevant feature definition

The collection of graphs to be employed comprises examples of the vehicle routing problem (VRP) that can be solved through RL. VRP is a more extensive type of the Travelling Salesman Problem (TSP) that considers multiple vehicles in its routing model. There is a fleet of identical vehicles available to serve a set of geographically scattered customers centered around a primary depot [32, 33]. Therefore, VRP is concerned with optimal service provision to all its customers. Since its formulation in 1959, VRP modelling has been extensively studied in the context of operational research, industrial engineering, logistics, and transportation.

To model this problem, a weighted and featured graph is used, where each node represents a location on the future route (including customers and the central depot), and the edges are the travel times between each of these locations. Each graph is represented by a weighted matrix $W$ that represents the travel times at each weight, and a feature vector $X$ that represents the customer’s demands.

6.2 Distance Functions Definition

The distance between graphs in their original representation is defined by the graph edit distance, a definition of which can be found in [34]. The strategy that follows is similar to Levenshtein’s edit distance for strings, where a graph is subjected to replacements, insertions or deletions of nodes or edges in order to obtain another graph that proves to be isomorphic to the second one. Although this metric originally focuses on the topology of the graph, it is possible to parameterise it using differential costs for insertions, deletions and replacements.

Given two arbitrary weighted featured graphs $G_1 = (V_1, E_1, \phi_1, w_{f1}, x_{f1})$ and $G_2 = (V_2, E_2, \phi_2, w_{f2}, x_{f2})$, the costs of the edit operations $\text{cost}(\text{op}_{\text{obj}})$, where $\text{op} \in \{\text{sub}t, \text{del}, \text{ins}\}$ and $\text{obj} \in \{\text{node}, \text{edge}\}$, are defined as follows:

$$\text{cost}(\text{sub}_\text{node}(v_1 \in V_1, v_2 \in V_2)) = |x_{f1}(v_1) - x_{f2}(v_2)|$$
$$\text{cost}(\text{del}_\text{node}(v_1 \in V_1)) = |x_{f1}(v_1)|$$
$$\text{cost}(\text{ins}_\text{node}(v_2 \in V_2)) = |x_{f2}(v_2)|$$
$$\text{cost}(\text{sub}_\text{edge}(e_1 \in E_1, e_2 \in E_2)) = |w_{f1}(e_1) - w_{f2}(e_2)|$$
$$\text{cost}(\text{del}_\text{edge}(e_1 \in E_1)) = |w_{f1}(e_1)|$$
$$\text{cost}(\text{ins}_\text{edge}(e_2 \in E_2)) = |w_{f2}(e_2)|$$

Also, the metric used to calculate the distance between embeddings is the Euclidean distance.

6.3 Selected Algorithms

As stated previously, all three algorithms meet the essential criteria outlined earlier. Each one is:

Graph2Vec: This algorithm is detailed in [16]. It utilises word and document embedding techniques introduced in the area of Natural Language Processing [35]. The algorithm undertakes an analogy wherein an entire graph is considered as a document and the rooted subgraphs (spanning a neighbourhood of a certain degree) around each graph node are the words that make up the document. By utilizing the analogy of documents and words with graphs and subgraphs, document embedding models can be used to learn graph embeddings. Given a dataset of graphs, Graph2Vec considers the set of all rooted subgraphs (the
neighbourhood) around each node (up to a certain degree) as a vocabulary. Subsequently, the algorithm proceeds with the Doc2Vec skip-gram training procedure [36] to autonomously acquire the representations of each graph in the dataset.

**GL2Vec** This algorithm, proposed in [17], aims to improve Graph2Vec by addressing its two limitations: (1) it cannot handle the labels of the edges, and (2) structural information is not properly preserved, since Graph2Vec mixes information from node labels with structural information when extracting subgraphs. To address these limitations, the authors suggest utilizing the line graph (a dual edge-to-vertex graph) of G. The nodes of L(G) incorporate the properties of the edges and node labels of G, thus preserving both types of information. This approach follows Definition 6 and is ideal for handling G’s structural information. Embeddings are generated for both G and L(G), and an embedding comprises the original graph embedding concatenated with that of the linear graph. This enhances the structural information of G that Graph2Vec disregards. Therefore, the technique is called GL2Vec (Graph and Line graph to vector).

**Wavelet Characteristics** This algorithm was proposed in [18]. The process utilizes the characteristic functions of node attributes with wavelet function weights to describe node neighbourhoods. These node-level features are grouped using mean binning to create graph-level statistics.

All three selected algorithms utilize an embedding dimension of 128, and their corresponding hyperparameters can be located in the code.

### 7 Experimental Results

For each chosen algorithm, the model was trained, and the graph embeddings were calculated. In all instances, the functions outlined in Section 6.2 were utilized to compute the distances between the graphs and embeddings. In addition, the results were analysed using both Pearson’s and Spearman’s correlation coefficients.

The correlation analysis of the obtained results is displayed in Table 1, whereas Figure 1 depicts the graphical representation of both correlation coefficients. It is noted that both correlation coefficients show a similar trend in all cases.

<table>
<thead>
<tr>
<th></th>
<th>Graph edit dist. vs. Euclidean Distance for Embeddings using:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Graph2Vec</td>
</tr>
<tr>
<td>Pearson’s r</td>
<td>0.3349</td>
</tr>
<tr>
<td>Spearman’s ρ</td>
<td>0.4336</td>
</tr>
</tbody>
</table>

Table 1: Correlation analysis results

The results indicate that the Wavelet Characteristics algorithm had the highest correlation coefficients, achieving a Pearson coefficient of 0.597 and a Spearman coefficient of 0.63. GL2Vec yielded satisfactory results, exhibiting correlation coefficients of 0.58 and 0.608 for Pearson and Spearman, respectively. Its performance surpassed that of Graph2Vec, aligning with the theoretical framework suggested by its creators [17].

![Figure 1: Pearson and Spearman Correlation Coefficients](image)

### 8 Conclusions and Future Works

This paper presents a framework for evaluating and comparing Graph Embedding algorithms, emphasizing their aptitude to retain structure and relevant features through internal validation. It outlines the motivation and introduces the fundamental concepts of Graph Representation Learning. Further to this, classical graph analysis tasks are specified, and reinforcement learning (RL) is highlighted as an emerging field that can benefit from graph analysis as an subsidiary task.
Following this framework, and for a specific Reinforcement Learning problem in graphs, three algorithms available in the state of the art that meet the defined requirements have been examined. Especially, the Wavelet Characteristics and GL2Vec algorithms have yielded promising results.

As a future work, we plan to implement an RL Agent for the VRP problem defined by utilizing the algorithms that demonstrate the best correlation. This will enable external validation of the algorithms in the specific task. It is also planned to extend the analysis to graphs containing fuzzy data, including the modelling of demand and travel times using fuzzy numbers. By using fuzzy numbers, it will be possible to incorporate uncertainty and generate more robust and adaptive models. Finally, another opportunity is to utilise Graph Embedding to represent actions in RL.
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